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 The ImageVIôs software was developed aiming at to make easier the ex-

traction of vegetation indices (VIôs) from images acquired in the field or in a 

controlled environment. 

 The VI's calculated and provided by the software are derived from the 

RGB (red, green, blue) and HSB (Hue, Saturation and Brigthness) color sys-

tems. The images can be composed of either samples containing multiple or 

individual leaves, being applied to the most diverse of plant species. 

 The software is capable of processing images with a white background, 

acquired with commercial cameras, scanners, cellphone cameras, 

smartphones or tablets, as long as the lighting conditions do not have exces-

sive noise (reflections, shadows, dirt in the background, etc.). 

 This manual contains the softwareôs basic information, but it also pro-

vides tips and important information about the standardization of image ac-

quisition procedures, pointing out common mistakes to avoid in this step. 

 We hope that the software can be used as practical tool, easily accessible 

and widely used for extracting VI's in vegetation studies, providing fast re-

sults for your research or studies. 

 

              The authors 

  

PREFACE 



  

 

The most beautiful gift of nature is that it gives one plea-

sure to look around and try to comprehend what we see.  

 

Albert Einstein 



  

 

INDEX 

1. A brief history of photography......................................................... 6 

2. Basic steps of the digital image processing..................................... 8 

3. RGB and HSB color systems........................................................... 12 

4. Using digital image processing for plant analysis........................... 16 

5. Vegetation indices and image analysis............................................ 22 

6. Procedures for images acquisition.................................................... 28 

7. Login in the system.......................................................................... 40 

8. Main menu........................................................................................ 41 

9. Creating an experiment................................................................ 42 

10. Uploading images...........................................................................  44 

11. Processing steps in the software..................................................... 46 

12. Exporting data to Excel.................................................................. 48 

13. Scientific literature using VIôs....................................................... 49 

14. References...................................................................................... 53 

  



  

 

1. A brief history of photography 

 The earliest optical inventions date back at least to the ancient Greek era. Long be-

fore the photographs were made, the first to discover and develop the scientific princi-

ples of optics was the Mohist Chinese Philosopher Mo Di (470 B.C.-391 B.C.), by ob-

serving the natural optical phenomenon that occurs when an image is projected through a 

small hole on a surface opposite to the opening, producing an inverted image. After-

wards, Greek mathematicians Aristotle and Euclid, as well as the Byzantine mathemati-

cian Anthemius of Tralles, applied the same principles to develop their experiments.  

 For the image to be clear it would be necessary that sourroudings be relatively dark, 

so many historical experiments were performed in dark rooms. The principle is known 

as pinhole image, and the device  was called "camera obscura", due to the use of devi-

ces that make use of the principle within a box, tent, or room. Many scientists experi-

mented with a small hole and light but none of them suggested that a screen is used so an 

image from one side of a hole in surface could be projected at the screen on the other.  

 First one to do was Alhazen (also known as Ibn al-Haytham) in 11th century.  The 

techniques described in Ibn al-Haythamôs Book of Optics are capable of producing pri-

mitive photographs using medieval materials (Figure 1).   
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Souce: https://simple.wikipedia.org/wiki/Camera_obscura#/media/File:Camera_obscura_box.jpg   

Figure 1. Obscura, the Ancient Camera. Obscura is a Latin word means Darkroom. 

To find more informations, please access  

https://www.misterlocation.com/blog/history-of-studio-photography/  

https://www.misterlocation.com/blog/history-of-studio-photography/
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 Heliography, the worldôs first known photographic process, was invented 

by Nic®phore Ni®pce around 1824. After Ni®pceôs death in 1833, Louis-Jacques-Mand® 

Daguerre invented one of early photographyôs most important technologies, 

the Daguerreotype. This new artform, which was officially invented between 1838 and 

1840, followed the same principles as Heliography. The next few years were an exciting 

time for advancements in the science of photography and finally in 1841, Hippolyte Fi-

zeau invented short focal lenses, allowing exposure times to drop from 30 minutes to just 

a few seconds. With the use of the first cameras for recording landscapes, people and ob-

jects, the photography had passed for crescent evolutive processes between 1839 and 

1900 (Figure 2). Since then, its objective is precisely to stop time and allow memories or 

episodes to be recorded for the posterity, being widely used all over the world. 

Source: Masoner (2020). 

Figure 2. A brief history of photography and the camera. Illustration: Vin Ganapathy. É The Spruce, 
2018. 



  

 

 Every image can hold much more than a simple memory, since is capable of save 

and store details about a certain object, person, animal or even a plant, bringing relevant 

information that can help us to understand situations that often go unnoticed. Thus, we 

can understand an image as being a source of information even without direct contact 

with the person who takes the photo or with the photographed object. 

 From this point of view, image processing methods had evolved, and stems from 

two principal application: improvement of pictorial information for human interpretation, 

and processing of scene data for autonomous machine perception. The image analysis 

and computer vision aim to replicate and improve the effect of human vision by electro-

nically or digitally, perceiving, understanding and interpreting them in a digital image 

processing system. The image processing methods are applied for enhancement or other 

manipulation of the image, meanwhile the computer vision systems provide the analysis 

of its content. Basically, there are three levels in digital image processing, low, mid and 

high-level processes (Figure 3). In the low-level of processing basic operations are used 

to obtain a higher quality image or highlights specific objects, such as noise reduction, 

contrast enhancement, etc. Mid-level processing is applied when we aim to extract image 

atributes, using tasks such as object recognition or classification.  The high-level proces-

sing normally is associated with compu-

ter vision, since the inputs of the pro-

cesses are the imageôs attributes and the 

outputs are used to understanding, make 

sense of an ensemble of recognized ob-

jects or to perform cognitive functions. 
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Figure 3. Levels of processing in digital image proces-
sing. 

2. Basic steps of the digital image processing 

Source: Gonzalez and Woods (2008).  



  

 

  

2. Basic steps of the digital image processing 

 For a point of view of digital image analysis the first action required is to acquire or 

(1) capturing the image. The image is captured by a sensor (eg. Camera), and digitized if 

the output of the camera or sensor is not already in digital form, using analogue-to-digital 

convertor. In this step, the image acquired is completely unprocessed. According to Anna-

durai and Shanmugalakshmi (2007, p.9): 

ñthe digitizer is nothing but an analog to digital converter to convert the elec-

trical sign corresponding to the intensities of the optical image into a digital 

image. There may be one or more frame buffers for fast access to image data 

during processing.ò 

  The second step in this process is related to (2) Image enhancement, and the 

idea behind enhancement techniques is to bring out details that are hidden, or simple to 

highlight certain features of interest in an image. It usually includes sharpening of images, 

brightness and contrast adjustments, noise removal and/or others.  

 The (3) image restoration is an area that also deals with improving the appearance 

of an image. However, meanwhile enhancement is subjective, image restoration is more 

objective, because restoration techniques are based on mathematical or probabilistic mo-

dels of image degradation.  

 (4) Color image processing use the colour of the image to extract features of inte-

rest and may include color modeling, such as RGB or HSB color models (next chapter), 

and processing in a digital domain. 

 (5) Wavelets and Multiresolution Processing are the foundation of representing 

images in various degrees of resolution, being used for image data (6) compression, as 

images follows up subdivision successively into smaller regions for data compression and 

for pyramidal representation. Compression deals with techniques for reducing the storage 

required to save an image or the bandwidth to transmit it, and its use for displaying ima-

ges on the internet it is very much necessary to compress data and also increases the loa-

ding speed of websites.   
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Figure 4. Fundamental steps on  digital image processing.  

 Tools for extracting image components that are useful in the representation and des-

cription of shape, including morphological operations like erosion and dilation are in the 

(7) morphological processing steps. In this step, there would be a transition from proces-

ses that output images to processes that output image attributes. The following steps (8) 

segmentation,  (9) representation and description and  (10) object recognition are 

processes which output the attributes of the image.  

2. Basic steps of the digital image processing 
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 In general, autonomous segmentation is one of the most difficult tasks in digital image 

processing. A rugged segmentation procedure brings the process a long way toward succes-

sful solution of imaging problems that require objects to be identified individually. Then, 

the more accurate the segmentation, the more likely recognition is to succeed.   

Adapted from Gonzalez and Woods (2008). Digital image processing. 3 ed. Prentice Hall.  



  

 

   Segmentation algorithms generally are based on one or two properties of intensity 

values, such as discontinuity (of point, lines or edges for which the most common way is 

to run a mask through the image) and similarity, which are made employing thresholding 

methods, the first step in any segmentation approach. Representation and descrip-

tion almost always follow the output of a segmentation stage, which usually is raw pixel 

data, constituting either the boundary of a region or all the points in the region itself. 

Choosing a representation is only part of the solution for transforming raw data into a 

form suitable for subsequent computer processing (mainly recognition). Representation 

can be made by determining a subset of the initial features, called feature selection, and 

this procedure can be made by using principal component analysis, which is considered a 

simpler feature extraction technique. The selected features are expected 

to contain the relevant information from the input data, so that the de-

sired task can be performed by using this reduced representation instead 

of the complete initial data. Description then deals with extracting attri-

butes that result in some quantitative information of interest or are basic 

for differentiating one class of objects from another.  

 In machine learning, pattern recognition or object recognition, and 

in image processing the feature extraction, starts from an initial set of measured data and 

builds derived values (features) intended to be informative and  non-redundant, facilita-

ting the subsequent learning and generalization steps and, in some cases, leading to better 

human interpretations. The central aim of the pattern recognition step is the concept of 

ólearningô from sample patterns. According to Gonzalez and Woods (2008, p. 883): 

 

ñ...a pattern is an arrangement of descriptors (feature), and a pattern class is a family of 

patterns that share common properties. Pattern recognition by machine involves techniques 

for assigning patterns to their respective classes - automatically and with as little human in-

tervention as possible.ò 

 

 Pattern recognition algorithms generally aim to provide a reasonable answer for all 

possible inputs and to perform "most likely" matching of the inputs, taking into account 

their statistical variation.   

 

2. Basic steps of the digital image processing 
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